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Computing and Communications Division
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Los Alarnos, New ‘ ‘.cxico

ABSTRACT

At Los Alamos National Laboratory, site of one of the world’s most

powerful scientific supercomputing facilities, a prototype network for

an environment that links supercomputers and workstations is being

developed. Driven by a need to provide graphics data at movie rates

across a network from a Cray supercomputer to a Sun scientific

workstation, the network is called the Multiple Crossbar Network

(MCN), It is intended to be a coarsely grained, loosely coupled,

general-purpose interconnection network that will vastly increase the

speed at which su percomputers communicate with each other in large

networks. The components of the network are described, as well as

work done in collaboration with vendors who are interested in

providing commercial products,

INTRODUCTION

‘1’11(:worl(~ o!” sl][)f’rt’ol]l~](]lir]~: i’ ‘I fr;lnsitiorl, :!11(] l“(’S(’:! i”(’11(’rS ill IA)S

AI; IIII(W N;]tior);ll l.;il)or:lt!)q ~irlg ~r(’;lt(”r (1(’1]1;111(1s011 (11(’

(Y)lll~)lll(’rs ftl; lll (’v(’l” 1)(’101”(’, ‘ \,(,;III,S(’ of 111(’11”Sl)(’(’(1, SIII)(’I’(’O111])11((’l”S



are essential tools for doing science today, but these machines will

become even more useful when we can connect them into networks so

they can communicate with each other and with workstations as

quickly as they process information.

Los Alamos National Laboratory has acted as the guiding influence i.n

the development of a prototype high-speed network architecture

called the Multiple Crossbar Network (MCN). The MCN, composed of

high-performance switches and point-to-point channels, will vastly

increase the speed at which supercomputers communicate with each

other in large networks. Information is transmitted between

computers through high-speed channels (HSCS). Another component

of the MCN is the CrossPoint Star (CP*), a richly connected special-

purposc switch desi~ned to replace flcncral-purpose computer packet

switches at Los Alamos. The CP* switch is composed of special-

purposc protocol processor-s, the HSC, and a crossbar switch (C13S)

core. Services and protocols provided for the MCN include a data link

protocol over the I ISC with a channel access capability, intranet

routing and network access protocols, and both a network

management and naxnc-sctvcr c pability, ‘1’hc current CI]* has an

aggregate banciwidt.h of 12 Gbit/s. Ihlt.urc versions an: int(:ndeci to

llilVc l)ilIICIWi(ltllS Of 24 flll(l 48 (lbit /S,

SC’139 2 G/$)/#f}



transport network between hosts consisting of interconnecting CP*S

will have a potentially rich connection scheme. Finally, the

interconnection network within the CP* switch itself will use a

crossbar interconnection network as opposed to a bus or ring based

system. Addressing ~ld routing in the N’ICN can then be flexible and

consistent. This topology would also be potentially partitionable and

reconilgurable. Distributed operating systems such as CMU’S MACH or

Apollo’s DOMAIN could utilize this framework in association with an

secure access control, auditing, and accounting scheme,

BACKGROUND

Los Alarnos has been networking heterogenec)

almost 15 years. ‘I’he central network of Ulc

Network (ICN) is based on a packet-switched

1s supercomputers for

ntc~rated Corrrputinu..

network consisting of

nigh-speed point-to-point chan~els and general-purpose con~p(lt(:r-s

for switching. Currently, the packet switci)es arc Concept 32/67s,

nmnufa(:turcci by C1OU1CI,Inc. Current network channels, designed at

1AMAlamos, transmit information at up to 50 Mbit/s, The pro{mmls

were also designed and devclopc:d at Las Alarnos. Tlw ccntr;~l protocol

is a datagram service with additional scc~lrity feattlrcs. This

;lrchitr(:t. urc has scmcd t}lc l~lboratory well, I lowcvcr. lillli(at 1011sII]

tl~c current nc{,work ;lr~ci rmw r(x]~]irclncnts and nppll(:atior]s lu~vc

Illotlvilt(!(l c!li)rts to (’0111(!Ilp WI(11 ;1 II(*W solllt ioIl” to Sill) (’t”(’ollll )llt( ’1”

I](:tworklng ;lt IA)S Al; itI~os, ‘l’t)(’ (’OIIII)tltillloI)” S[)f’(’(1 of” Sll~)\’1”(’olllI)[ll(91’S

II:IS ol]tp;~(wl tt]($ 1/() l):lrl(lwl(!lt] 01”111(*11”(il]:it)]](~ls,N(*\v

Sll])(’!’(’(}ll)l)llt(’l’[/() (’tl:tllll(’ls ;11’(”1)(’fl)~: (l(’v(’lo[) (*(l (11;1( ;Ittf ’llll)t to l{(’( ’])
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up with the computational speed. New networking SOIUtions will need

to utilize these faster channels.

Concurrently, progress is being made in parallel computation and

visualization of data As more people use workstations in a distributed

environment, the network must be even more reliable than our

current network capability, A more complex network also indicates a

need ior better management, better fault handling, and an integrated

structure of servers and applications. We obviously need to move

toward distributed, parallel, and high-speed computing. The areas of

hardware changes centered on the switches and channels to them,

Wc nccdcd a high-speed channel, switching at the physical layer, and

a special-purpose protocol processor on each channel. In addition wc

]earrlcd 1‘0111years of cxperiencv that a standard interface to thc

network was essential, It was also necessary to design the means to

:111owdrtailcd control and management of the network transport

hardware and software,

CHRONOLOGY

‘1’11(:scq[lm)(:c of cv(:l]ts for this project arc given t)clow:

$K!’HO 4



January~uly 1988 Service and Protocol Specification

Ja.nu~ 1988 Crossbar Interface (CBI) Design Initiated

May 1988 Initial HSC Data Link Proposed by LANL

July 1988 CBS Project Initiated

November 1988 Fiber HSC Standard Initiated

January 1989 CBS Assembly

February 1989 HSC Interface for CBI

February 1989 CBI Delivery

May 1989 HSC Public Review

March-May 1989 Base Level O CBI-CBS Testing

May-June 1989 Base Level 1 Data Link Testing

June-September 1989 Base Lewl 2-5 Int.ranet, Network Access

Testing

MOTIVATION

Motivation for this ncw archi(ccturc came from many areas. The

~)rinm-y ;l~-~i.iS wet-c a need for increased performance and relial)ility

and I)ct.t(?r iletwork management. These needs are nothing new.

‘1’l)(:r(* was, lmwcvci-, an interesting cmnbin:ltion of parallel events an(i

i}(:tl Viti L!hS fllilt C[:llIlfll:lt(!Ciin f}l(? Iilitiil( ion Of (:ffort.S to SOIVC ttlcs(!

S(J])(’I-(:C)II~~)(I[(*I- Ilctworkillg r(*(\(lir(:lncr)ts ;it IA)S Alii~]]()~, ‘s1l(*SL!

il(!li Viti(’.S (’0111(1 1)(’ .Sll IIlltlil I”i7j(’(1 ;1.S (’i’jt)I”t.S to (’X}) IOI”(’, I“(*illiZ(’, illl(l lltiliXC

tl)(’ ~)ow(*r oi” I);lr;ill(’lisln, dlsll”il)llliorl, ;lrl(lVisll; lliz; lti(lll, Ill (Wll(’r(’tc

1(’r II Is, wr)rk III it)t(’r”(’otlll(’(fiot]” 1)(’tworks, (’01111)1(’x SVS!(*IIIS, :111(1

,Sillllll; lliol l!+ 11( ’( ’(1( ’(1 Illot’f” ($olll~)llllllg ])01’;!’1” ill 111(’ ii)i”lll oi” 111111[

~’!)llll)llt (’l’ sr)l II fioII !+, iII(I(*:I:4fD(l IIt Ilwotk t);~ll(lwi(llll, :111(1 i’it);illv,

W’H!I !3

])1(’
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latency across the network for remote procedures. Previous ICN

switches were general-purpose computers running protocol

processing and switching code. Each of these nodes serviced a

number of high-speed lines (50 Mbit/s). The configuration included a

central controller, a serially accessed bus, central memory, and

multiple 1/0 devices. The bandwidth from the supercomputers to the

users’ workstations would eventually outpace the capability of this

system. A solution was neccssay.

Our need and motivation began with a simple requirement to provide

graphics data at movie rates across the network from a Cray

supercomputer to a frame buffer display. This meant a high-speed

channel and some sort of switching system. Because of security

requirements, the switching network couldn’t be a shared broadcast

network, Because we wanted general-purpose networking and no

blocking of rmx Irces [such as one Cray channel dedicated to one

user), we needed packet switching vs. circuit switching. The data

transmission requirements from a Cray to a frame buffer are 10-30

frames pcr second, This performance is needed to support

visualization. If this were to be generalized, it would mean rnorc would

be nmx.icd than a pipe or high -handwidt}l dcdica(cci channel. A

~]ctwork tl~;~t co(]ld sl]pl)ort this kind of b;lndwi[ltil 10 ;i (Is(n-’s desktop

workst:1 t~on was rcqu ircd. Sinc(? lANI. nods to maintain th(= priv;]ry

;II)(I ~(*t]cr; Iliz(s(l or fl(ixil)lv fo])()!()gj of il l);~(.k(’t swit(~l)(g(l ~](’twork, tl](’

l)r(~vio~ls swil(’} 1(.(1 tllo(l(:l W;IS r(’t;llr](xl,



Some people thought that one supercomputer working on a problem

or simulation was simply not enough. Interconnection networks were

becoming more common in supercomputer and multiprocessor

systems. These systems are tightly coupled and fine-grained. There

was an increasing use for more loosely coupled and course-grained

systems as well.

SOLUTION

Several design characteristics were viewed as important for a new,

high-bandwidth switch. Most important was distributing the

processing overhead and minimizing decision overhead at tile switch

junction. “rhis could be accomplished by having a processor memory

unit dedicated to each channel or to each bidirectional set of channels,

At that point, the units could talk to each other by a physiczd data

transport media. Rather than usc a seria! shared-bus system, a CBS

was used. In this way, arbitration was confined to those channels

needing access to a given destination, and contention was limited to a

control processor in the interconnection network. This crossbar

interconnection network needed to exist on sonic sort of channel

between source and destination switcl~cs or nodes. Los Alamos already

had the I Iigh-Spc(l(\ I)arallel ll~terfh(:c (1ISIJI), This parallel concept

(x)ulcl be extended a~]d revised {() be l~igllcr speed UXICIwider (iata path

with :1 clif”f(’rx’r~t(Y)IIII(s(:t sch(’n]c iI](’O1-f)ol.;ltiIlg” a IIll]ltipl[’ ;I(:(s(*ss

11~(’(:tl:lrlisll) li)r (Stl;irltl(’ls, Ir] :I(iciilio]l, ii (’1ulrlrl(’1 w:~s II(x*(I(xI to

(soIIr](s(.t (’011111](’H’1:11sysl(’ll)s t.) tlli,s r](’twortk, It w;Is (l(~sir(’;ll)l(’ to

ll; IVL’:1 Sl;lll(l; ll’(1 sl)(x’ifi(,;ltiol] (,tl; lllrl(’1 li)l’ (W(’ryorl(’, l<’illilllV, ;1
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transparent physical switching capability was needed on this channel.

This final feature would effectively distribute actual switching

functionality away from the protocol processors and out “on the wire.”

The result was CP*.

CP*

The C?” can be thought of as a packet-switching node. CP* is made

up of three major elements: (1) the HSC, (2) the CBS, and (3) the CBI.

CP* is designed to increase performance by having distributed special-

purpose protocol processing on each channel and incorporating

physical layer switching between these processors. The physical layer

switching is accomplished on an HSC with the aid of an intermediate

CBS controller. This CBS is strictly dedicated to switching links to

minimize switching latency and provide fast packet switching. The

distributed protocol processors or CBIS provide streamlined optimal

packet throughput, By using this design, we will, in a broader sense,

have distributed the functions of the traditional packet-switching node

over many processors and controllers at the channel end points as

well as “cm the wire. ” This is replicated on all links for parallel

simultaneous transfers at any CI)* node.

HSC

SC’89 8 5/9/89



from experience that standardizing the HSC interface for vendor

implementations was highly desirable. The question was, would

industry see sufficient need for such a high-speed point-to-point

channel? History shows there was considerable interest. Finally, and

this is the most interesting goal, physical layer switching by means of

an intermediate CBS and controller on the HSC was desireable. This

would prove crucial in the overall architecture of LANL’s new

supercomputer network.

CBS

The CBS’s sole purpose is connecting a Source HSC to a requested

Dcslination HSC, This request is made by a single parameter supplied

by the Source IJSC at corinect time.

CBI

“rhe C131,which has been designed and built by Digital Equipment

Corporation (DEC), is a protocol processor for CF*. It manages

network packets for two HSC sources and two HSC destinations. The

CBI’S primary purpose is t.o act as a specialized processor for

protocols. This allows lowering of protocol processing overhead and

offloading protocol processing from the hosts using the network. Use

of” a 1<1.SCprocessr~r, VRAM, har-clwarc I’”IFOs and limiting int.crfaces 10

li)[]r (Xl]ar)ncls :~lso strc:~nllin(’s packet ~)roc(~ssin~.

%’89 9 5/c3/&3



~p* as a ne~ork switch is a modular component of a network. BY

combining any number of CP*S in any connection scheme, an MCN

results. Software protocols were necessary. LOS IUamos designed an

initial I-EC physicaJ layer protocol, a data link protocol to control the

HSC, an intranet routing protoccl, a network access protocol, and a

name-sewer service. The intranet protocol was implemented by the

CBIS alone, while the network access protocol is to be implemented by

vendors wishix.g to access the MCN.

SERVICES AND PROTOCOLS

Services and protocols provided for the MCN include a data link

protocol over the HSC with a channel access capability, intranet

routin~ and network access protocols, and both a network

management and name-server capability.

The link configurations in the MCN are of two types. One is a point-to-

point simplex HSC. The second is a point-to-point simplex HSC with

an intermediate CBS between the source and destination HSC entities.

It is helpful to view this latter configuration from the perspective of

three different elements. These elements are the HSC, the source

data link entity, and the intermediate crossbar switching core. The

link to the IISC is point-to-point whcr-c the switching core is

trarlsparellf, ‘H](J (lata lil]k entity will view tllc link as a multipoint

c’)llfigllratiorl wif h I)}lysi(:ll swit(’lli]lg t)(’tw(x:tl several I lSCs$ ‘I-II(;

(’rossbar swit(:llirlg (.or(: will ;11soview t}lc set of I lS{; s as {] I]l[]ltil)oil)(

t(~[)ology.” It] :111(;1s(’s. (1](’ link (Ill[)l(txity is silllI)l(’x,

!32’89 10 !5/9/89



DATA LINK

The data link for the MCN uses channel access control as a form of

link selection. The data link will use physical address to HSC mapping

and the HSC connection sequence as a channel access control

mechanism. This is accomplished by utilizing the underlying HSC,

CBS, and I-Field to access one of many possible destination HSCS. The

data li~~k entity should be w“ewed as contending for an available HSC in

a mullipoint configuration of data link entities. The data link entity

does not control multiple HSCS simultaneously. It cioes not, therefore,

provide a downward multiplexing or splitting capability.

INTWiNET

The intranet accepts packets from a network access entity and

transfers these packets over a series of HSC links to a destinatioxl

network access entity. The intranet is a local connect ionless data

transfer service. Its lJrimary function is to take each packet and

dctcrlnine the routing for the packvt.

The ir]trz.metrcccivcs a clcstination physical network address or SNI)A

from the source network access entity when it is pivcr~ a packet to

tr;]xlsrnit.“Ilis address is used for lixlk s(’]cctioxl OV(SI I}](I f~lis,

SC’89 11



The network access accepts packets from a transport entity and

transfers these packets through a data link to a destination network

access entity via the intranet. Its pnmaxy fu~ction is to transfer data

to a logical network destination or NSAP. The network access

receives a netwui-~: rra!ile when it is given a packet to transmit. The

network access provides a server functioil that will translate this name

to a logical network address or NSAP to be used by the network access

sublaycr for transferring the packet. This is fully defined in the name-

server documentation.

The netw~rk access protocol also takes each packet ancl acts as a

securi~y, authorization. and flow control boundary to the MCN.

NAME-SERVER SERVICE

The primary functions of the x]:llllc-:jcmer scrvi(x’ arc twofolcl, First, it

is used to hold a service to logical acitircss translation .Iatibas:: for

name translatiorw 011 the netwc)rk access portjc)n of a host and logi(:al -

to pt~ysical ad(lrcss trarlslations for t}l(~ irltr;ir]ct proto(ol. The l:~tt(’r

capability is d(’sigrl(:d to allow flexibility for (:orlf”igllr:ltior~s” a)l(l syst(’111

lllov(’tll(!llt })y il(l(llll~ ;l l(w(’1 of ill(lir(’ctiorl to t}l(’ ;I(l(lr(’ss(’s. S(’(x)rl(l,

{I](” rl;lrrl(’ s(’rv(:r S(BWI(Y: \vill ;Illow irltr-( )(lll(’ti()ll, ]I];lirlt(’tl;lll(’(’, ;i(x Y’ss

(morltrol,” ;111(!il( (Jolltlt:}t)ilily of” 01)1(’(’(s tll; ll ;Ir”(’ or 1)(’( ’orll(” ]); lrt ()[” f!I(’



network. These objects include. hosts, processes, users, and user

sessions, to name a few.

IMPLEMENTATION

What has been accomplished at this point? HSC or HSC-like

implementations have been completed and, in some cases, announced

as products by various commercial interests.

D13C has built four CBIS and installed them at Los Alarnos where they

are undergoing testing with the CBS and Los Alamos HSC. The first

level included passing data without checking by the IUSC processor

and HSC interfaces on the CBI. The CBS has also been included in the

loop and clcmonstratcd to work.

A.t progressive stages, more protocols will be added to the CBIS up to

and including the network management services that reside tibove the

intranet and netwol”k access protocols, This work will also inclucic

implementations of the 14SC, IANL’s original data link, and network

access protocols on cm-bin vendor equipment that wc have agreeci to

include in an MCN t.cstbcd. ‘i’his equipment will irt.;ludc

sl]]~(;r-corl~~)l~tcrs, workstations, and fr:mw huffcrs, All of ti’ is

(:q~]iprll(’rl(, will ;~(’(ww the MCN wi(.h ll,%CS.

Sc’m 13 0/9/89



FUTURE

Effixts in the future will include connecting a full set of hosts to the

MCN and developing a full range of tests and applications to verify and

improve the protocols and services at all levels. In particular, the

network access connections in both hardware and software need to be

investigated to begin reducing data copy, share network address space

with users, and veri~ security and access control. We are also

interested in developing some form of capability based routing for

partitioning and need-to-know compu t.ing. LJlthrlately, the MCN can

act as a network-centered transport system, One can view the IUCN as

a collective computer with hosts effectively used as peripherals to an

mm-all system controlled by a distributed operating system, In

addition, it will be advantageous to think of the host front-end to the

MCN as a peer coprocessor to the host itself, In this way, the host

fror~t-cnd processor handles all distributed operating system, session,

and communication tasks, while the other procrssor handles the

con~putzition or spci:ific task it was designed to do,

CONCLUSION

W(: are I)ow wor-ki[lg with ;~ prototype” f:l)* flIii[ will sooti” 1)(; (’orlr](8ct(*(l

10 thr(w sll~)(’r(:ot~)l]t]tvrs, a f“r;~l~~(:})l]ff~l-, ;~rd two workst; l{iol]s,” All ()!’

tt](w(’ sys[(:IIs :11-(1l“rorn (lifi(*r(*I]t v(*IIclors, Wlt}l ii j)l”ol’()~(’(1 St;l Il(iil I”(l

11(’t WOI”k il(’(’(’SS (’tlilllll(’1, “J(’ll(jol”S tl; lV(! S0111(9 Il{)l)i’ ()[4 \lllllZIIl~ [II(*

((’s[1)(’(!, W(*lI; IV(’ [I”; llisli’l”r(’(1 (I; lt;l tlll”oll~ll ;Ill llllt~; ll (’I’* (’olll’1~lll’;i tloll”

;111(1 \Vill ,S()()1) t)(’ (“, yl)illl(lill~ this ,S(’1 111), \v(’ (’s1)(’(’1 to Ill; lk(’



considerable progress between now s nd July 1989, when we plan to

have CBIS with a fbll set of protocols communicating to attached hosts.
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